Estimating incubation period distributions with coarse data
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SUMMARY
The incubation period, the time between infection and disease onset, is important in the surveillance and control of infectious diseases but is often coarsely observed. Coarse data arises because the time of infection, the time of disease onset or both are not known precisely. Accurate estimates of an incubation period distribution are useful in real-time outbreak investigations and in modeling public health interventions. We compare two methods of estimating such distributions. The first method represents the data as doubly interval-censored. The second introduces a data reduction technique that makes the computation more tractable. In a simulation study, the methods perform similarly when estimating the median, but the first method yields more reliable estimates of the distributional tails. We conduct a sensitivity analysis of the two methods to violations of model assumption and we apply these methods to historical incubation period data on influenza A and respiratory syncytial virus. The analysis of reduced data is less computationally intensive and performs well for estimating the median under a wide range of conditions. However for estimation of the tails of the distribution, the doubly interval-censored analysis is the recommended procedure. Copyright © 2009 John Wiley & Sons, Ltd.
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1. INTRODUCTION
Defined as the length of time between infection with a pathogen and the onset of symptoms [1], the incubation period is an important aspect of disease natural history, knowledge of which aids in the surveillance and control of infectious disease. In the recent severe acute respiratory syndrome
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(SARS) outbreak, early estimates of the SARS incubation period informed quarantine policies that helped to stop the spread of the disease without pharmaceutical interventions. The incubation period also can play a crucial role in identifying health-care-associated infections [2, 3]. Models designed to measure the impact of public health interventions in outbreak investigations rely heavily on accurate measures of the incubation period [4, 5]. With the latent period (the time separating infection and infectiousness) the incubation period helps to determine the theoretical effectiveness of outbreak interventions targeted at symptomatic individuals [6]. In most of these applications, a full characterization of the incubation period distribution is vital, as the tails of the distributions (e.g. the 5th and 95th percentiles) play important roles.

Coarse data arise when we ‘observe only a subset of the complete-data sample space in which the true, unobservable data lie’ [7]. Often incubation period data are coarse because one or both of the infection time and the time of symptom onset are not observed exactly but are observed to lie within an interval of time. For diseases where the incubation period can be short (e.g. less than 2 days), the common unit of observation for symptom onset, one calendar day, is a considerable interval of time relative to the incubation period and should be treated as coarse data.

This paper compares two parametric approaches for estimating the incubation period distribution using coarse data. One method uses all available information about both exposure and disease onset contained in an observation, representing the data as doubly interval-censored. The second introduces a data reduction technique that makes the computation considerably more tractable.

We conducted a simulation study to contrast the performance of the two methods and we performed a sensitivity analysis to examine the methods’ robustness to violations of model assumption, in particular the distribution of infection times. Sets of coarsened observations on the incubation period of influenza A and respiratory syncytial virus (RSV), culled from a literature review [8], are analyzed using both methods. In providing point estimates and confidence intervals for the 5th and 95th percentiles, these methods quantify important aspects of the incubation period distribution and our uncertainty in estimating them, enhancing the utility of the estimates in clinical and epidemiological settings.

2. APPROACHES TO ANALYZING COARSE INCUBATION PERIOD DATA

2.1. Doubly interval-censored data

Let $E$ and $S$ be the true times of the infecting exposure and symptom onset for a given individual. Hence, $T = S - E$ is the true incubation period. We focus here on data where $E$ and $S$ are observed to fall within a finite interval. A typical observation consists of four points in time, $X = (E_L, E_R, S_L, S_R)$, where subscripts L and R denote the left and right boundaries on the possible infection and symptom onset times (see Figure 1(A)). When the observed data consist of an interval around $E$ and another around $S$, this is called doubly interval-censored data. The first method to analyze doubly interval-censored data was a non-parametric self-consistency algorithm developed by Turnbull in 1974 [9]. Since then, methods to analyze this type of data have been used to model the time between infection with HIV and the onset of AIDS both parametrically [10] and non-parametrically [11–13]. In addition, the doubly interval-censored likelihood has been used in a Bayesian analysis of SARS incubation period data [14] and time to developing caries in children [15].
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Figure 1. This figure displays typical incubation period data and the likelihood weight functions associated with each type of observation. Graph A shows a typical doubly interval-censored observation along with the unobserved exact times of the infecting exposure and symptom onset. Graph B shows an interval-reduced observation generated from a doubly interval-censored observation along with the unobserved exact incubation period. Graph C plots the doubly interval-censored likelihood weight function \( w(t) \), which assigns less weight to fringe values in the interval of possible incubation periods. Graph D displays the weight function \( w^*(t) \) that appears in the likelihood for single interval-censored and interval-reduced data.

Let the incubation period \( T \) be a non-negative continuous random variable with probability density function (p.d.f.) \( f_\theta(t) \), dependent on a parameter \( \theta \). We further define \( h_\lambda(e) \) to be the p.d.f. of the infecting exposure time \( E \), dependent on a parameter \( \lambda \), and \( g(s) \) to be the p.d.f. of \( S \). We assume \( E \) to be independent of the incubation period \( T \).

From the above definitions and assumptions, it follows that \( g(s|e) = f_\theta(s-e|e) = f_\theta(s-e) \) because given an observed value of \( E \) and the density of \( T \) we can specify the distribution of \( S \). Using \( p(\cdot) \) to represent an undefined p.d.f., we can express the joint p.d.f. of \( E \) and \( S \) as

\[
p(e, s) = p(e)p(s|e) = h_\lambda(e)g(s|e) = h_\lambda(e)f_\theta(s-e)
\]

Therefore, the likelihood for a doubly interval-censored observation is

\[
L(\theta, \lambda; X) = \int_{E_L}^{E_R} \int_{S_L}^{S_R} h_\lambda(e)f_\theta(s-e) \, ds \, de
\]

and distributional assumptions on both \( E \) and \( T \) allow us to calculate the likelihood of our observed data.

In cases where one of \( E \) or \( S \) is observed exactly, the data is single interval-censored with \((T_L, T_R) = (S-E_R, S-E_L)\) or \((S_L - E, S_R - E)\). The likelihood for single interval-censored data can be expressed as

\[
L(\theta; T_L, T_R) = \int_{T_L}^{T_R} f_\theta(t) \, dt = F_\theta(T_R) - F_\theta(T_L)
\]
If each of the infection and symptom onset time is observed precisely, then the data are exact. The likelihood for an exact incubation period observation, \( T \), is
\[
L(\theta; T) = f_\theta(T)
\]
Every observation in a data set is categorized as doubly interval-censored, single interval-censored or exact. Let \( \delta_i \) be an indicator of whether an observation \( i \) is a doubly interval-censored observation. Similarly, let \( \omega_i \) be an indicator of whether observation \( i \) is represented as a single interval-censored observation. Therefore the likelihood for a given observation \( X_i \), assuming \( \lambda \) is known, is
\[
L(\theta; X_i, \lambda) = \left\{ \int_{E_{Li}}^{E_{Ri}} \int_{S_{Li}}^{S_{Ri}} h_\lambda(e) f_\theta(s - e) \, ds \, de \right\}^{\delta_i} \\
\times \{F_\theta(T_{Ri}) - F_\theta(T_{Li})\}^{\omega_i} \\
\times \{f_\theta(T_i)\}^{(1-\delta_i)(1-\omega_i)}
\]
For a complete data set, the full likelihood of the unknown parameters given \( n \) observations is
\[
L(\theta; X, \lambda) = \prod_{i=1}^{n} L(\theta; X_i, \lambda)
\] (3)
To find the maximum likelihood estimates of \( \theta \), we can use numerical or exact techniques to calculate the maxima of this likelihood function.

One possible parametric model for incubation period data is the accelerated failure time model. A simple form of this model is
\[
\ln(T) = \mu + W
\] (4)
where \( \mu \) is an intercept and \( W \) is an error variable following some distribution. Based on the work of Cowling et al. [16] and Sartwell [17], we assume that the natural logarithms of \( T \) are distributed normally. Letting \( W \) to be a Normal random variable with mean 0 and variance \( \sigma^2 \), we then have that \( T \sim \text{LogNormal}(\mu, \sigma) \) and \( f_\theta(t) \) in the likelihood equations above is the p.d.f. of a log normal distribution with \( \theta = (\mu, \sigma)^T \). In a log normal distribution, the parameters \( \mu \) and \( \sigma \) are the mean and standard deviation of the data on the log scale. More interpretable parameters for the incubation period are the median and the dispersion, defined as \( m = e^\mu \) and \( d = e^\sigma \) respectively. When the dispersion is 1, \( \sigma \) is zero and there is no variation. Using the rules of a normal distribution, about two thirds of the data should be contained within a range of \( m/d \) to \( m \cdot d \).

2.2. A data reduction technique

A doubly interval-censored observation such as \( X = (E_L, E_R, S_L, S_R) \) can be reduced to a single interval of possible incubation period values. The smallest possible incubation period, \( T_L \), is the time between the latest possible infection time and the earliest possible symptom onset, i.e. \( T_L = S_L - E_R \). Likewise, the largest possible incubation period, \( T_R \), is the length of time separating the earliest exposure and latest onset of disease, \( T_R = S_R - E_L \). We will refer to data simplified in this way as interval-reduced data (see Figure 1(B)). An interval-reduced observation can be represented in an analysis with the single interval-censored likelihood, as in equation (2), although this is not equivalent to representing the same data as doubly interval-censored (see Section 3 below). Therefore, a data set with doubly interval-censored data can be analyzed using not only the
correct full likelihood for each observation but can also be analyzed after changing every doubly interval-censored observation to interval-reduced data.

In many studies, the process by which the data are observed and recorded is not made explicit. For example, an incubation period is reported to be between 3 and 5 days but no description is given about the intervals of possible exposure and symptom onset. In this situation, it is unclear if the data are single interval-censored or if they are interval-reduced from a doubly interval-censored observation. As we show in the Appendix, the single interval-censored likelihood for interval-reduced data is not equivalent to the doubly interval-censored likelihood for the same observation, under standard assumptions about the exposure distribution. Several studies have explored single interval-censored modeling techniques, but none have looked at the impact of changing doubly interval-censored data to interval-reduced data [16, 18–20].

3. COMPARISON OF PROCEDURES: LIKELIHOOD CONSIDERATIONS

A standard assumption is that the exposure is distributed uniformly on the observed interval. If we assume \( h_2(e) \) to be uniform for the likelihood in equation (1), then the likelihoods for a doubly interval-censored observation and an interval-reduced observation represented as single interval-censored data are not equal (see Appendix for details). The doubly interval-censored likelihood in equation (1) has an extra non-constant term in it when compared with the interval-reduced data likelihood in equation (2). When using the doubly interval-censored likelihood, more weight is given to central values in the interval of possible incubation periods. This is clearly seen by displaying the two likelihoods in a common format:

\[
\text{doubly interval-censored likelihood } (1) \propto \int_{-\infty}^{\infty} f_0(t)w(t) \, dt \\
\text{interval-reduced likelihood } (2) \propto \int_{-\infty}^{\infty} f_0(t)w^*(t) \, dt
\]

Figures 1(C) and (D) depict the weight functions, \( w(t) \) and \( w^*(t) \), which are derived in the Appendix. The weight function for the doubly interval-censored likelihood has a trapezoidal shape, down-weighting the fringes of the possible incubation period interval. To intuitively understand this trapezoidal shape, consider that the only way a value of \( T = S_L - E_R \) could occur is if \( E = E_R \) and \( S = S_L \). However, if \( T \) is in the middle of possible values (where \( w(t) \) is flat) then there is a range of possible values for each \( E \) and \( S \) that would together produce such a \( T \).

Since doubly interval-censored data are represented differently in the likelihood if they are represented as interval-reduced data, simulation studies and an analysis of original data were used to compare the two different representations of the data in practice.

4. COMPARISON OF PROCEDURES: A SIMULATION STUDY

4.1. Simulation methodology

Data sets were generated to have doubly interval-censored observations on the incubation period. For each combination of simulation parameters, 1000 data sets were generated with log normal
incubation periods. In all simulations, the dispersion parameter \((d)\) of the log normal distribution was fixed at 1.6 and the distribution of exposure times, \(h\), was assumed to be uniform. The following simulation parameters varied across simulations: median incubation period \((m)\) of 2 and 4 days; sample size \((n)\) of 20, 50 and 100; and the length of exposure window \((w)\) of 1 and 2 days. These incubation period distribution parameters were chosen to be similar to previous estimates of several common respiratory viral infections such as influenza, RSV or SARS. The degrees of censoring were chosen based on the commonly observed patterns in the data we had collected.

To generate the data for a single data set, the following algorithm was repeated \(n\) times for a given set of parameters. Fix \(E_{L} = 0\) and \(E_{R} = w\); draw \(E\) from a Uniform\((0, w)\) and \(T\) from a LogNormal\((m, d)\). We define \(S = T + E\) and \(S\) is assumed to be observed to within 1 day; that is, we let \(S_{L} = \lfloor S \rfloor\) and \(S_{R} = \lceil S \rceil\). The window lengths for exposure and symptom onset were chosen based on frequently observed data patterns in the literature review.

Log normal models as in equation (4) were fit to the data and for each data set, the 5th, 50th, 95th percentiles and the dispersion were estimated.

Each data set was fit to the accelerated failure time model twice. One analysis converted all doubly interval-censored data to the simpler interval-reduced form and maximized the single interval-censored likelihood (i.e. fixing \(\omega_{i} = 1\) for all \(i\)) using the \texttt{survreg()} function in the Survival package of R [21]. The second analysis maximized the doubly interval-censored likelihood using the \texttt{optim()} function in R. The doubly interval-censored method assumed that the exposure was uniform on the observed window and was modified so that at any time the algorithm did not converge, it created interval-reduced data and tried to fit the data using the single interval-censored likelihood. If convergence was still not achieved, it fit the data using an imputation where each observation was taken to be the midpoint of the single interval. This ensured that a complete set of estimates was produced for each data set. In practice, the doubly interval-censored analysis converged 97 per cent of the time. The default convergence criteria of the \texttt{optim()} function was used.

For the single interval-censored analysis, standard errors for \(\mu\) and \(\ln \sigma\) were returned by \texttt{survreg()} . In the doubly interval-censored analysis, standard errors for \(\mu\) and \(\sigma\) were obtained by inverting the numerical approximation to the Hessian matrix at the maximum value on the two-dimensional likelihood surface. In both cases, the Delta Method was used to convert these into standard errors for the desired estimates [22]. Using these standard errors, 95 per cent confidence intervals were constructed for the incubation period parameters. For data sets with the same parameters, the 95 per cent confidence interval coverage rates were calculated as the number of times the confidence interval contained the true parameter (e.g. the median) divided by the number of data sets.

4.2. Simulation results

Figure 2 shows the empirical 95 per cent confidence interval coverage rates for medians of 2 and 4 days and dispersion of 1.6 across both the doubly interval-censored and single interval-censored estimation algorithms. The coverage of the 5th percentile in these scenarios ranged from 81 to 96 per cent; coverage for the median ranged from 93 to 96 per cent; and coverage for the 95th percentile ranged between 74 and 95 per cent. As the sample size increased, the doubly interval-censored confidence interval coverage approached 95 per cent, and was within 1 per cent point of 95 per cent when \(n\) was 100.
Figure 2. This figure displays the 95 per cent confidence interval coverage for the doubly interval-censored and single interval-censored simulations. Shown here are the results for the cases when the true incubation periods were generated with medians of 2 and 4 days ($m=2$ vs $m=4$) and the dispersion was 1.6. The doubly interval-censored (DIC) coverages are traced by the heavy solid lines and the single interval-censored (SIC) by the lighter dotted lines.

Estimates of average bias revealed that the doubly interval-censored estimates became less biased in estimating the median and dispersion as the sample size increased. In data sets generated with median of 4 days, dispersion of 1.6 and an exposure window size of 2 days, the doubly interval-censored method underestimated the dispersion by on average 2 per cent with $n=20$ and by less than 1 per cent with $n=100$. The single interval-censored estimates remain slightly biased away from the true values, even with the larger sample sizes. In the same data sets, the single interval-censored analysis underestimated the dispersion by on average 4 per cent with $n=20$ and 3 per cent with $n=100$. Similar patterns held in estimation of the median. Across all sample sizes, the doubly interval-censored method overestimated the median by on average between 1 and 2 per cent while the single interval-censored method overestimated the median by on average between 5 and 6 per cent. (Detailed results on bias are not shown.)

Median lengths of confidence intervals over the sets of 1000 data sets were recorded and are shown in Table 1. Confidence intervals for the 5th and 50th percentiles from the single interval-censored analysis tend to be slightly larger or of the same length as those from the doubly interval-censored analysis and smaller for the 95th percentile. As the sample size increases, the median confidence interval lengths shrink. The median confidence interval lengths increase as the percentile being estimated increases. The confidence intervals are wider when the data are more coarse.
Table I. Median length of CIs across simulations (in units of days). The rows are indexed by the median incubation period \( (m) \), which is measured in days.

<table>
<thead>
<tr>
<th>Percentile</th>
<th>One day coarseness</th>
<th>Two day coarseness</th>
</tr>
</thead>
<tbody>
<tr>
<td>( n = 20 )</td>
<td>( n = 50 )</td>
<td>( n = 100 )</td>
</tr>
<tr>
<td>5th</td>
<td>SIC*</td>
<td>DIC†</td>
</tr>
<tr>
<td>4</td>
<td>2.84</td>
<td>3.01</td>
</tr>
<tr>
<td>95th</td>
<td>2</td>
<td>5.52</td>
</tr>
</tbody>
</table>

*SIC columns display results from the single interval-censored analyses.
†DIC columns display results from the doubly interval-censored analyses.

In the single interval-censored estimation of the tails, the combination of a non-negligible amount of bias and shrinking average confidence interval length leads to some of the poorer coverage rates at larger sample sizes.

4.3. Sensitivity analysis

We conducted a sensitivity analysis of the two methods by violating key assumptions in the generation of new data sets. To test the assumption that \( h_2(e) \) is uniform, data sets were generated where the exposure was not uniform on \((E_L, E_R)\). In addition, to test the assumption of a specific parametric model, data sets were generated with uniform exposure times but Weibull incubation periods.

Two non-uniform exposure distributions were used. In the ‘diurnal exposure’ scenario, infection times were generated according to a piecewise uniform diurnal distribution in which 90 per cent of the probability of infection was assigned to between the ‘waking’ hours of a day, between 6 a.m. and 10 p.m. (see Figure 3(A)). The diurnal distribution was chosen because it may characterize the patterns of exposure in everyday life. In the ‘spike exposure’ scenario, data with uniform infection times were mixed with observations that had a piecewise uniform exposure distribution. The piecewise uniform exposure distribution is characterized by a spike in the probability of infection early in the exposure window: 90 per cent of the probability of infection for a given exposure window was assigned to the first 6 hours of the interval (see Figure 3(B)). These observations represent data points (like ones often seen in the literature review) where there was a clear period of high exposure early in the exposure window followed by less certain exposures for the rest of the window. It could also roughly represent a period of sustained exposure to one infected individual whose infectiousness wears off over time. Half of each mixed data set was generated with the spiked infection times; the other half had uniform infection times.

Results from the exposure distribution sensitivity analyses are presented in Figure 4. The diurnal exposure distribution did not have a large impact on the efficiency in estimating the key percentiles when using the doubly interval-censored likelihood. The doubly interval-censored coverage probabilities ranged from 87 to 96 per cent. However, when the data were converted to the interval-reduced format and analyzed using the single interval-censored likelihood, the coverage was not

Copyright © 2009 John Wiley & Sons, Ltd.
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Figure 3. Distributions used in the sensitivity analyses. Graph A shows the diurnal exposure distribution that assigns 90 per cent probability of infection between the hours of 6 a.m. and 10 p.m. on the observed day of infection. Graph B shows the spike exposure distribution that assigns 90 per cent probability of infection between the hours of midnight and 6 a.m on the observed day of infection. Graph C shows the Weibull distribution with scale = 4 and shape = 2 that was used to test the sensitivity to parametric assumptions. A log normal distribution with median 4 and dispersion 1.6 is shown in gray for comparison.

as reliable. The single interval-censored coverage probabilities ranged from 71 to 96 per cent. These coverages were significantly lower than the doubly interval-censored coverage probabilities when estimating the 5th and 95th percentiles.

Confidence interval coverage in data sets with the spiked exposure distribution was mixed. The doubly interval-censored coverage probabilities ranged from 69 to 94 per cent. The single interval-censored coverage probabilities ranged from 68 to 98 per cent. Coverage of the median, which was consistent for all other methods considered in this paper, was notably low for both methods and in both cases dropped farther from 95 per cent as the sample size increased.

A ‘parametric’ sensitivity test generated data with uniform exposure, but with incubation periods distributed according to a Weibull distribution with scale = 4 and shape = 2 (see Figure 3(C)). In general, the methods appear more sensitive to the parametric assumption than to the uniform exposure distribution assumption. When Weibull incubation periods were analyzed as if they were log normal, the coverage probabilities were similar for the doubly interval-censored and single interval-censored analyses (detailed results are not shown). However, coverage of the true 5th percentile was poor: as low as 17 (single interval-censored) and 34 per cent (doubly interval-censored) with sample size of 100. Coverages of the median ranged from 70 to 89 per cent and were lower on average for larger sample sizes. The coverage probability for the 95th percentile was high, due to overly wide confidence intervals.

5. ANALYSIS OF THE INCUBATION PERIOD OF INFLUENZA A AND RSV

Influenza A and RSV are common respiratory viral infections that cause significant morbidity and mortality worldwide. Data on the incubation period of influenza A and RSV were extracted from published research. Twenty-four cases with sufficient data on the incubation period of RSV were found in the literature. Seventeen of these observations were doubly interval-censored and the remaining seven were reported as single interval-censored. One hundred fifty-one observations
Figure 4. The 95 per cent confidence interval coverage for the exposure distribution sensitivity analysis. Shown here are the results for the cases when the true incubation periods were generated with medians of 2 and 4 days ($m = 2$ vs $m = 4$) and the dispersion was 1.6. The doubly interval-censored (DIC) coverages are traced by the heavy solid lines and the single interval-censored (SIC) by the lighter dotted lines. The left columns display results for the diurnal exposure distribution and the right columns display results for the spike exposure distribution.

of influenza A were found. Seventy-six of these observations were doubly interval-censored, 73 were single interval-censored and 2 were exact (reported to the nearest hour). The infection and symptom onset times were either not known or not reported exactly for many of the observations. For RSV, the exposure window size ranged from 1.0 to 7.4 days (only 6 exposure windows were greater than 1.0) and the symptom onset window size was 1 day for 18 of the cases and 0 for the remaining 6. For influenza A, the exposure window size ranged from 0 to 4 days (only 11 were greater than 1.0) and the symptom onset window size ranged from 0 to 2 days (7 equalled 2 days exactly, all the rest were 1 day or less). Details on the literature review methodology and a complete description of the data have been given elsewhere [8].

Table II. Results from analyzing real data on influenza A and RSV.

<table>
<thead>
<tr>
<th></th>
<th>Percentiles</th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td>5th</td>
</tr>
<tr>
<td>Influenza A (n = 151)</td>
<td></td>
</tr>
<tr>
<td>Doubly interval-censored</td>
<td>0.73 (0.64, 0.82)</td>
</tr>
<tr>
<td>Single interval-censored</td>
<td>0.73 (0.64, 0.81)</td>
</tr>
<tr>
<td>RSV (n = 24)</td>
<td></td>
</tr>
<tr>
<td>Doubly interval-censored</td>
<td>3.05 (2.43, 3.67)</td>
</tr>
<tr>
<td>Single interval-censored</td>
<td>3.11 (2.44, 3.78)</td>
</tr>
</tbody>
</table>

The doubly interval-censored rows show the estimates when using the complete doubly interval-censored likelihood. The single interval-censored rows show the estimates when doubly interval-censored observations are changed to interval-reduced data. Ninety-five per cent confidence intervals are given in parentheses after the point estimate. The units are in days.

Each of these data sets was fit to a log normal distribution twice. One analysis fit the model using the complete likelihood for doubly interval-censored observations assuming that the exposure was distributed uniformly on the observed exposure interval. A second analysis fit the model after converting all doubly interval-censored observations to the interval-reduced format. Estimates of the parameters of the distributions are reported in Table II.

To check the log normal assumption, we fit Weibull, log-logistic and exponential models to the interval-reduced version of the influenza A and RSV data. For each disease, we compared the log-likelihood of the four different fitted parametric models. In each case, the log normal models had the greatest log-likelihood of the four, giving a marginally better fit to the data than the Weibull and log-logistic models and a noticeably better fit than the exponential model. The log normal models have also been shown to match well with non-parametric estimates of the data distribution [8].

The doubly interval-censored analysis estimated the median incubation period for influenza A to be 1.46 days (95 per cent CI: 1.35, 1.57), while the single interval-censored analysis estimated the median as 1.43 days (95 per cent CI: 1.33, 1.54). The dispersion was estimated to be 1.53 (95 per cent CI: 1.41, 1.61) by the doubly interval-censored analysis and 1.51 (95 per cent CI: 1.43, 1.60) by the single interval-censored analysis. The difference in dispersions led to the doubly interval-censored analysis having slightly larger estimates of the 95th percentile (2.94 vs 2.83 days), although the point estimates of the 5th percentile were equivalent (0.73 days). Confidence interval lengths were comparable for the tail estimates.

The doubly interval-censored analysis estimated the median incubation period for RSV to be 4.41 days (95 per cent CI: 3.90, 4.92), while the single interval-censored analysis estimated the median as 4.41 days (95 per cent CI: 3.89, 4.94). The dispersion was estimated to be 1.25 (95 per cent CI: 1.14, 1.36) by the doubly interval-censored analysis and 1.24 (95 per cent CI: 1.12, 1.35) by the single interval-censored analysis. The difference in dispersions led to the doubly interval-censored analysis having slightly larger estimates of the 95th percentile (6.39 vs 6.26 days) and slightly smaller estimates of the 5th percentile (3.05 vs 3.11 days).

In these case-studies, the two methods never differ in their estimates of any percentile by more than 4 hours, a difference that is not significant in a clinical setting. These results confirm the prevailing conventional wisdom about the incubation period of influenza A and RSV and they provide a level of precision and quantification of uncertainty that is not found in the existing literature.
6. DISCUSSION

The incubation period plays a vital role in the surveillance and control of infectious diseases. Methods that can efficiently estimate parameters of an incubation period distribution provide results that are useful in real-time outbreak investigations, in identifying possible sources of exposure and in modeling the efficacy of public health interventions to stop or slow the spread of infectious disease outbreaks. Such methods must be able to handle coarse data because both ends of incubation periods are often imprecisely observed. The methods should also be robust to model assumptions because in an emerging outbreak, especially with a new pathogen, the validity of the underlying assumptions may be uncertain.

We present in this paper two methods of obtaining estimates for an incubation period distribution and we applied these methods to obtain estimates of the distributions for influenza A and RSV. Reducing doubly interval-censored data to use standard single interval-censored data analysis techniques will yield fairly accurate estimates of the central tendency, even with small sample sizes. However, for accurate estimation of the tails of the distribution, we show the doubly interval-censored analysis to be a more reliable method than the interval-reduced data method, especially for large sample sizes. As is shown in Figure 2, increasing the sample size tends to decrease the confidence interval coverage of tail percentiles in an analysis of interval-reduced data.

In 2003, the World Health Organization recommended that 200 observations would be needed to estimate the incubation period distribution [23]; however, that recommendation was not based on a rigorous statistical analysis that accounted for coarse data arriving in a real-time epidemic. Our methods can be used to investigate the adequacy of the WHO sample size recommendations. A focused statistical investigation could provide evidence-based sample size guidelines for estimating both the center and the tails of the distribution under different levels of coarse data.

One limitation of this work is that our examples explore only a small range of the possible incubation period parameter space and of degrees of coarse data. A theoretical or simulation-based study focused on determining a specific relationship between the degree of coarseness present in the data and the efficiency in estimating the parameters of interest would be a valuable contribution to this area of research.

The doubly interval-censored method is the preferred method for all applications that involve the tails of the distribution, e.g. estimating the optimal length of quarantine. The interval-reduced method may be more appropriate when quick estimates of central tendency are needed, as it performs well for estimating the median incubation period under a wide range of conditions. It may also be appropriate when good doubly interval-censored data are unavailable or are too computationally burdensome. However, results from these analyses should be viewed with care in the light of the results presented here, which indicate some bias and poor confidence interval coverage when using the interval-reduced method.

Performance of these methods depend somewhat on the parametric model assumptions. As the sensitivity analysis shows, an incorrect choice of a parametric distribution could lead to inefficient estimates of the incubation period distribution. More work like that of Cowling et al. [16] and Nishiura [24] is needed to study the evidence on which distributions best characterize the available data on incubation periods.

The diurnal exposure does not appear to have a large impact on the observed confidence interval coverage, which is not surprising given that it is not that large of a departure from a uniform distribution. However, when the uniform exposure distribution is contaminated with a spike distribution, the performance of both methods suffers, especially with larger sample sizes.
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These results suggest that if prior knowledge indicates that the exposure may not be uniform, then that information should be incorporated into the analytic techniques. An adjustment to the exposure distribution, \( h_\lambda(e) \), in the likelihood may increase the accuracy of the analysis. Further work in this area could suggest methods of specifying other exposure distributions. In addition, developing a theoretical and practical understanding of whether the exposure time distribution could be estimated separately from or concurrently with the incubation period distribution would be a valuable contribution.

Both methods rely on the assumption that the time of infection is independent of the incubation period. This assumption could be violated if immune-compromised individuals in an outbreak were more likely to be infected earlier in calendar time and were also more likely to have shorter incubation periods. Investigating the degree to which a violation of this independence assumption could impact the accuracy of estimation could be a fertile area for further investigation. Applying the methods to real-time surveillance data in emerging outbreaks with new pathogens in order to adaptively estimate the incubation period distribution is also an area of inquiry that will have important implications for controlling outbreaks of infectious disease.

APPENDIX A: PROOF OF NON-EQUIVALENCE IN INTERVAL-CENSORED LIKELIHOODS

Claim
When \( h_\lambda(e) \) is assumed to be uniform, the likelihoods for doubly interval-censored data and interval-reduced data representing the same observation are not equivalent.

Proof
Let a doubly interval-censored observation be defined as \( X = (E_L, E_R, S_L, S_R) \). Recall, from equation (1) that the likelihood of this observation is

\[
L(\theta, \lambda; X) = \int_{E_L}^{E_R} \int_{S_L}^{S_R} h_\lambda(e) f_\theta(s - e) \, ds \, de
\]

The interval-reduced version of this observation is \( X^* = (T_L, T_R) = (S_L - E_R, S_R - E_L) \) and we recall equation (2) to express the likelihood of \( X^* \) as

\[
L(\theta; X) = F_\theta(T_R) - F_\theta(T_L)
\]

Since \( h_\lambda(e) \) is defined without reference to observed data we assume that the probability of infection is uniform on some wide interval \((A, B)\) where \( A << E_L \) and \( B >> E_R \), i.e. we define the range of \( h_\lambda(e) \) to be outside the range of observable data. Therefore, \( h_\lambda(e) = 1/(B - A) \cdot I\{A < e < B\} \).

We calculate directly the doubly interval-censored likelihood:

\[
L(\theta, \lambda; X) = \int_{E_L}^{E_R} \int_{S_L}^{S_R} h_\lambda(e) f_\theta(s - e) \, ds \, de
\]

\((h_\lambda(e)\text{is uniform and substituting } t = s - e)\)
\[
\frac{1}{B - A} \int_{E_L}^{E_R} \int_{S_L - e}^{S_R - e} f_0(t) \, dt \, de
\]

(replace inner integral limits with an indicator)

\[
\propto \int_{E_L}^{E_R} \int_{-\infty}^{\infty} f_0(t) I(S_L - e < t < S_R - e) \, dt \, de
\]

(using Fubini's theorem since \(f_0(\cdot)\) and \(I(\cdot)\) \(\leq 1\))

\[
\propto \int_{-\infty}^{\infty} f_0(t) \int_{E_L}^{E_R} I(S_L - t < e < S_R - t) \, de \, dt
\]

(let \(w(t) = \int_{E_L}^{E_R} I(S_L - t < e < S_R - t) \, de\))

\[
\propto \int_{-\infty}^{\infty} f_0(t) w(t) \, dt
\]

To determine the behavior of this function, we need to look at its possible values for different values of \(t\). The function \(w(t)\) depends on which of the exposure interval and symptom onset interval is larger. Without loss of generality, we assume that symptom window is smaller than exposure window (i.e. \(S_R - S_L \leq E_R - E_L\)).

Based on the definition of \(w(t)\), we observe that

\[
w(t) = \begin{cases} 
0 & \text{if } t < S_L - E_R \\
E_R - S_L + t & \text{if } S_L - E_R < t < S_R - E_R \\
S_R - S_L & \text{if } S_R - E_R < t < S_L - E_L \\
S_R - E_L - t & \text{if } S_L - E_L < t < S_R - E_L \\
0 & \text{if } t > S_R - E_L 
\end{cases}
\]

Figure 1(C) is a graph of \(w(t)\), and it shows that the weight function follows a trapezoidal shape.

We observe that \(w(t)\) can be pulled outside of the integral above (yielding equivalent likelihoods) \(\iff w(t)\) were constant over the interval \((S_L - E_R, S_R - E_L)\) and zero outside this interval, i.e. not dependent on \(t\). For example:

\[
L(\theta, \lambda; X) \propto \int_{-\infty}^{\infty} f_0(t) w(t) \, dt
\]

(iff \(w(t)\) is constant w.r.t. \(t\))

\[
\propto \int_{S_L - E_R}^{S_R - E_L} f_0(t) \, dt
\]

\[
\propto F_0(S_R - E_L) - F_0(S_L - E_R)
\]

\[
\propto L(\theta; X^*)
\]
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Therefore: \( h(z) \) is uniform \( \implies \) \( w(t) \) is not constant \( \implies \) the likelihoods are not equivalent.

□
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